
 
 

 

Internship/Forschungspraxis (possible to be extended as Master Thesis) 

Large Language Model based Task and Motion Planning 

Background 

The integration of large language models in robotic manipulation represents a remarkable advancement in the field of 

robotics and artificial intelligence. Owing to the emergent abilities of large language models (LLMs) [1], embodied agents 

can be empowered by the rich knowledge and commonsense about the world and the strong reasoning capabilities from 

LLMs. Therefore, the robotics research community has seen some recent attempts to leverage LLMs to solve Task and 

Motion Planning (TAMP) problems [2,3,4]. However, most of them are limited to very simple action sets. It is underexplored 

how to ground the high-level planning into executable low level robot motions. In this study, we plan to establish a real-

world experimental setup involving multiple manipulation tasks, and compare the performance based on different action 

sets (End-to-End learned policy and our skill library [5][6]).  

Your Tasks 
1. Build a real-world setup with several manipulation tasks. 

2. Develop a software interface to covert task plans generated from LLMs to executable motion plans or Behavior Tree 
based on our existing skill library. 

3. Experimental validation on a set of manipulation tasks.  

Requirement 

⚫ Highly self-motivated;  

⚫ Experiences or knowledge from related Robotics courses;  

⚫ Python programming experience. 

 

Supervisor: Prof. Sami Haddadin 

Advisor: Yansong Wu, Dr. Fan Wu 
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Figure 1 Overview of the experiment setup. 
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